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Meet the Speaker

LinkedIn — Roberto Cadili

Twitter — @CadiliD

Roberto Cadili is a Data scientist on the Evangelism team
at KNIME with a strong interest in machine learning
algorithms and deep learning architectures for NLP and
Computer Vision. As editor for Low Code for Advanced Data
Science, he is helping the KNIME community shape
successful data science stories, tutorials, and best practices
that are worth sharing. He holds a Master’s degree in Data
Science and a Bachelor’s degree in Economics.

Email — roberto.cadili@knime.com
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What is deep learning?

" Artificial intelligence

Any technique that enables machines to mimic human intelligence

Machine learning

Ability to learn without being explicitly programmed using past
observations

Neural networks

Extract patterns using neural networks

-

Deep learning

Modern evolution of neural networks

© 2022 KNIME AG. All rights reserved.
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Basics Behind Neural Networks
and Deep Learning



Let’s Start Simple

Single neuron Neural network

X1Wq + XoW> + b
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Frequently used Activation Functions

Rectified Linear Unit

Sigmoid Tanh (ReLU)
1 e?® —1
— _ = 0,
fl= 1= fl@) = = f(a) = max{0, a}
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Why do we need non-linear activation functions?

Non-linear

Linear

A

A
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Example: Passing the KNIME L1-Certification

© o
© o o o © © Passed certification
o _© 0

o _© o 4 © Didn't pass certification

Workflow builds

Minutes attended
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Example: Passing the KNIME L1-Certification

Input Hidden Output
Layer Layer Layer

-0.566

1 = tanh f, = sigmoid
Input features: Output:
x,= minutes attended y =Probability that a person passed
y > 0.5 = Passed and y < 0.5 = Failed

x,= workflows build
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Example: Passing the KNIME L1-Certification

AO
@ o0 0 @ O o © o
" O (@) @) ° @)
S|° e 09 0% o © o Passed certification
5|19 ee OO o)
2 1e ©o e © o 4 @ Didn’t pass certification
o +
= o O New sample
| @ 0 © © o o)
S @ o O _
; o o © o © @ o x1= minutes attended = 170
o OooO o @0 © 0° - x,= workflows build = 8
@) o 0 0 o 0 O (@)

Minutes attended
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Example: Passing the KNIME L1-Certification

Input Hidden Output
Layer Layer Layer
0.566

2.275

Normalize
170 -0.608
o Normalize 10733
f> = sigmoid
Input features: Output:
x,= minutes attended y =Probability that a person passed
y > 0.5 = Passed and y < 0.5 = Failed

x,= workflows build
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Training a Neural Network = Finding Good Weights

Input Hidden Output
Layer Layer Layer

o @ _
Predicted y = 0.013
Truey=1
@ el

Binary cross entropy
L= —(ylogy+ (1—y)log(1-¥))

JW) =) L (91, X, W), )
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Example of a Loss Landscape

03 4 5 . —~— /,-" 08

Goal find w; and w, of the global minima of the loss landscape

© 2022 KNIME AG. All rights reserved.
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ldea Behind Gradient Descent

Mountain cycling in Gradient descent
foggy conditions algorithm
Start at your current position Initialize the weights W
Until you reached the valley Until we reach a minimum
Look for the direction of steepest ascent Calculate the gradient with respect to the
weights V. J (x, W)
Cycle into the opposite direction for 2m make a little step into the opposite
direction W « W —nVy,J(x, W)
Return the position of the valley Return the weights
o)
Note: Vi, J(x, W) = a;;l‘ , vector with the partial derivatives with respect to all weights.
ow,
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ldea Behind Gradient Descent

_| - 0
' : - - ,0’1 ‘
W
kI
an
VW](x; W) = aJ
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Backpropagation

Efficient way to calculate the gradient during optimization

Forward pass

Wl WZ A A
@ :@ :@ > ],y Wy, W)

Backward pass

() " ({5 15,5 w1, w5)

) a] ady aJ ad] 0y o0z
k = k *
dw, 0y 0w, ow; 0y 0z Jdwy
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Example: Passing the KNIME L1 Certification

Input Hidden Output
Layer Layer Layer

-0.106

-0.554 0.931 0117

Normalize
170 -2.603
. 0967)—{0se7
| Nomaize N‘}‘/
-1.554 @
1 = tanh f, = sigmoid
Input features: Output:
x;= minutes attended y = Probability that a person passed
y = 0.5 = Passed and y < 0.5 = Failed

x,= workflows build
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Loss Landscape of a Real Neural Network

A good choice for the step size n,
aka learning rate, is important

We W —nVy W)

Many different optimizers with
adaptive learning rates are

available
Adam, Adadelta, Adagrad, ect

Other important settings
Batch size, aka number of samples for one
update

Number of epochs, aka how often each
sample is used

© 2022 KNIME AG. All rights reserved.
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Different Loss Functions

Binary classification
Binary cross entropy
Tip 1: Encode the two classes a 0 and 1
Tip 2: Use sigmoid as activation in the last layer with 1 unit

Multi-class classification
Categorical cross entropy

Tip: Use softmax as activation in the last layer with the number of units equal to the number of
different classes

Regression problem
Mean squared error

Mean absolute error
Tip: Use linear or ReLu as activation in the last layer

© 2022 KNIME AG. All rights reserved.
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Settings for a Feed Forward Neural Network

The network structure
How many layers

For each layer: ab
Number of neurons (

Activation function
Loss function @A qa

Optimizer and settings

© 2022 KNIME AG. All rights reserved.
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Codeless Deep Learning with KNIME Analytics Platform

Define the network structure Train and apply model

Keras Input Layer Keras Dense Layer Keras Dense Layer

S e EgE

Shape = 2 Units: 4 Units: 1
Activation: Tanh Activation: Sigmoid
Keras Network

Learner
5]
X

Read and preprocess the training and test data >

Normalizer o
CSV Reader Rule Engine Partitioning_/_> 2 > LosE?g‘i:r?:r:-y 1 (2:?03
H » > p OO > Entropy
i..d wan] | 2 4]

Certification ~ Encode class 70% Top: Training
results Passed =1 30% Bottom: Verification
Not Passed = 0 and Test

Keras Network
Normalizer (Apply) Partitioning Executor

Extract prediction and evaluate trained
network

10% Top: Verification
90% Bottom: Test

© 2022 KNIME AG. All rights reserved.
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Output >=0.5 => Passed
Output <0.5 => Not Passed
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From Neural Network To Deep Learning

Deep feed forward network

Simple Neural Network Deep Learning Neural Network

@ nput Layer @ Hidden Layer @ Output Layer

Many additional layer types
Convolutional Layers for Images (e.g. Alex Net)
Image classification, Image segmentation
Recurrent Layers for sequential data
Time series prediction, language models, neural machine translation
Topic of the next webinar

New architectures
GANSs
Transformer networks

nnnnnnnnnnnnnnnnn
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MNIST Image Classification
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How Can We Represent a Gray-Scale Image?

A gray-scale image can be stored in a matrix
Each cell represents one pixel of the image

© 2022 KNIME AG. All rights reserved.
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How Can We Represent a Colored Image?

08 06 .. 0.6 0.9

0.1 05 .. 05 0.2

02 0Optr01-..

003 02 .
0.1

0.2 0Opglo.7" ..

A colored image can be encoded via the intensity of red, green, and blue for
each pixel.
=> |t can be stored in a tensor with one channel for each color

Example: n x m pixel image with k channels can be stored in a tensor of size n x m x k.

nnnnnnnnnnnnnnnnn
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Use Filters to Check for Different Features

Check for arms going from Check for arms going from
: Check for crosses .
lower right to top left lower left to top right

1

-1 gt

1 1 1 1 1 1 1 1 1
[EEN [EEN [HEN = = = [EEN [EEN [EEN
1 1 1 1 1 1 1 1 1
[EEN [EEN [HEN = = = [EEN [EEN [EEN
1 1 1 1 1 1 1 1 1
[IEY = [IEY [EEY [EEY [EEY [IEY [IEY [IEY
1 1 1 1 1 1 1 1 1
[IEY = [IEY [EEY [EEY [EEY [IEY [IEY [IEY
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How Can We Apply a Filter

Goal of a filter:
High value if the feature is in an image patch
Low value if the feature is not in an image patch

ldea:
Use a kernel / matrix and place it on top of different parts of the image
Multiply the pixel value with the according kernel value and sum up the values

+1+x(-D)+(-D*(-D+(-1)*x1=1

* b 1+1+ (=1 * (-1 + (-1 * (-1)

-1 -1 . = +(-D*(-D+1+1+ (=1)*(=1)

-1 -1 +(-D+*(-D+(-D*(-1)+1+x1=9
-1 -1

-1 -1

1 L CD*1+ (D x(-1)+1+(-1)

= ) " —  +(-D*(-D+1x1+ (1) *(—1)

-1 -1

-1 -1

-1 -1

Note: In the deep learning community this operation is called a convolution and is represented via an
asterisk *. Strictly mathematical it is a cross correlation.

nnnnnnnnnnnnnnnnn
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Convolutional Neural Network (CNN)

A CNN is a neural network with at least one convolutional layer.

Instead of handcrafting different features a CNN learns a hierarchy of features
using multiple convolution layers that detect different features.

Low level features Mid level features High level features

Edges, dark spots Eyes, ears, nose Facial structure

Images from: http://introtodeeplearning.com/slides/6S191 MIT Deeplearning_L3.pdf

ooooooooooooooooo
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http://introtodeeplearning.com/slides/6S191_MIT_DeepLearning_L3.pdf

How Do Convolutional Layers Works?

Idea: Instead of connecting every neuron to the new layer a sliding window is
used.

- Image from: https://towardsdatascience.com/a-comprehensive-
guide-to-convolutional-neural-networks-the-eli5-way-

3bd2b1164a53

ooooooooooooooooo
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How Do Convolutional Layers Work?

ldea:
Use a kernel / weight matrix and slide it over the image
At each position: Apply the convolution and a non-linear activation, e.g. ReLU

Q |a3 | Q |q |
= |e3|& |a3 RelLU Q |& |Q
a |a3 | @ | @ | @

The weights of the kernel are learned during training

Note: These are similar steps like in a feed forward neural network
Convolution = Weighted sum of inputs

ooooooooooooooooo
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Convolutional Neural Networks (CNN)

between each cell are called dilation
Reduces the spatial resolution

Stride Stride of 2, 2
The jump the kernel makes when moving . .
over the input image . .
Reduces the spatial resolution
Dilation rate Stride = 2, 2 ; Dilation rate = 2, 2; Kernel 2 x 2
If kernels are not contiguous, the spaces ﬁ ﬁ
_nmm

Padding i D
Artificially increases the input at the 0 N 0
boundary o] Graeel o
Helps with preserving the spatial resolution : :
and alignment ToTolol oo s

nnnnnnnnnnnnnnnnn
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Pooling Layer

Idea: Replace the area of an image or
feature map with a summary statistic.

Example: Replace each 2x2 area with Max Pooling

the =
Maximum value (Max pooling)
Mean value (Average pooling) 8 21l.| 9

4
Pooling layers are often used to 3 |33
reduce the spatial resolution in 131 8 | 2 | 3 Average Pooling
between convolutional layers to 9 | 6 17
Increase the receptive field of the following

layers 11| ®
Reduce computational complexity

nnnnnnnnnnnnnnnnn
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Classification Layers

After the sequence of convolutional + pooling layers, a classic fully connected
feedforward neural network is applied to carry out the classification process.

37

g — TRUCK
— VAN
i ===

D — BICYCLE

TN

ool Il
FULLY
INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU POOLING FLATTEN L Ncrep SOFTMAX
b i & i
FEATURE LEARNING CLASSIFICATION

Image from: https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53
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MNIST Classification with KNIME

Define the network structure Keras Max Pooling

Keras Input Layer 2D Layer Keras Dense Layer

Lo LR -

Input: 28, 28, 1 Pool size: 2, 2 Units: 100

Activation: ReLU
Keras Convolution

2D Layer Keras Flatten Layer Keras Dense Layer

LR LR =g

Filters: 32 Units: 10
Kernel: 3, 3 Activation: Softmax
Read and preprocess the Train and apply model Extract prediction and evaluate trained network
training and test data
Prepare Keras Network
training data Learner
O
|
} > $

MNIST Images =
Keras Network

Executor Many to One Column Expressions String To Number  Scorer
Prepare test data

MNIST images arg max extract predicted digit

© 2022 KNIME AG. All rights reserved.
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MNIST Classification with KNIME

eTine tne network s ‘ructure

Keras Input Layer

%

Input: 28, 28, 1

Dialog - 0:90 - Keras Input Layer (Input: ... — O
File

Keras Max Pooling
2D Layer

=

Pool size: 2, 2

V.eras Convolution

Keras Dense Layer

=

Units: 100
Activation: ReLU

% D Layer Keras Flatten Layer Keras Dense Layer

% u u

Units: 10
Activation: Softmax

Name prefix [] 2?:533,23
Shape 28,28, 1
Batchsize [] L Train and apply model
Datatype |FlOat32 v
Batch size as
Data format | Channel Last v defined in Keras
Network Learner
node
LExecutor
0K Apply Cancel G
MNIST images

© 2022 KNIME AG. All rights reserved.
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Extract prediction and evaluate trained network

Many to One Column Expressions String To Number  Scorer

| 4
P> &> 52 >[5

arg max extract predicted digit
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MNIST Classification with KNIME

Define the network structure Keras Max Pooling

Keras Input Layer 2D Layer Keras Dense Layer

Lo = 3
Input: 28, 28, 1 Pool size: 2, 2 Units: 100

Activation: ReLU

[Keras Convolution
2D Layer Keras Flatten Layer Keras Dense Layer
Dialog - 0:91 - Keras Convolution 2D L..  — O X
File R 3 u
Advanced Flow Variables Job Manager Selection ) o ]
Filters: 32 Units: 10
Name prefix  [] Kernel: 3, 3 Activation: Softmax
Input tensor | input_1_0:0 [28, 28, 1] float v
Filters 25 e \I’rain and apply model Extract prediction and evaluate trained network
Kernel size 3,3 i
sudes [11 # of different
. kernels to
Padding Valid e I
0 apply

Dilation rate |2, 2

,Valid*

Ardvation Rt RelU Keras Network
vation function means no Executor Many to One Column Expressions String To Number  Scorer
H >
padding ‘_, W AP o2 b [
» '—' ’
OK Apply . &) ] [ ] @] @]
FOF d||ated arg max extract predicted digit

convolutions

Open for Innovation
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MNIST Classification with KNIME

Define the network structure

Keras Input Layer

%

Input: 28, 28, 1

Keras Convolutiv:

2D Layer
e

Keras Max Pooling
2D Layer

(Keras Flatten Layer
=

Keras Dense Layer

= 3
Pool size: 2, 2 Units: 100
Activation: ReLU

Keras Dense Layer

=g

Read and preprocess th
training and test data

Prepare
training data

j,_

MNIST Images

Prepare test data

j,__

MNIST images

Dialog - 0:92 - Keras Max Pooling 2D L.. — O X
File

C:l:ﬂs Flow Variables Job Manager Selection

Name prefix []
Input tensor | conv2d_1_0:0 [24, 24, 32] float ~

Pool size |2, 2

Strides |2, 2
Padding Valid >
oK Apply Cancel @

Units: 10
Activation: Softmax

rediction and evaluate trained network

One Column Expressions String To Number  Scorer

>
P> &> > [
nax extract predicted digit

© 2022 KNIME AG. All rights reserved.
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MNIST Classification with KNIME

Define the network structure Keras Max Pooling

Keras Input Layer 2D Layer Keras Dense Layer
o g Iﬂ} g
Input: 28, 28, 1 Pool size: 2, 2 Units: 100
Activation: ReLU
Keras Convolution
2D Layer Keras Flatten Layer Keras Dense Layer
= = =
Filters: 32 Units: 10
Kernel: 3, 3 Activation: Softmax
Dialog - 0:93 - Keras Flatten Layer - O X

Read and preprocess the te trained network

training and test data File

Prepare Flow Variables Job Manager Selection

training data
Name prefix  []

%)_ Input tensor | maxpooling2d_1_0:0 [12, 12, 32] float v

MNIST Images

ressions String To Number  Scorer
Prepare test data

: OK Apply Cancel )

~J

>
P 52— [ g

MNIST images arg max extract predicted digit
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MNIST Classification with KNIME

Dialog - 0:96 - Keras Network Learner

Dialog - 0:96 - Keras Network Learner

- ] Dialog - 0:96 - Keras Network Learner

[m}
File File
|
[noulDala: TargetData Options Advanced Options Flow Variables Job Manager Selection m: Options  Advanced Options Flow Variables Job Manager Selection InputData TargetData | Opbons| Advanced Options Flow Variables Job Manager Selection
Input Cata Training Targets General Settngs
Training input: input_1_0:0 Training target: output_1_0:0 Back end Keras (TensorFiow)
Nurber of neurons: 784 Number of neurons: 10 Epocs 0
| ‘Shape: [28, 28, 1] | Shaoe: [101 |
| | | | Training batch size 200!
Conversion  From Image (Auto-mapping) | Conversion  From Callection of Number (integer) to One-Hot Tensor 0]
Valdation batch size
PR arget conmns:
(®) Manual Selection (©) Wikdcard/Regex Selection (®) Manual Selection () Wildcard/Regex Selecton [[] Shuffie training data before each epoch
Exdude Indude Excude Include
Use random seed 1552578735479 New seed
T T Y e T ’
| 5] | e | ] | FImeoet [
Adadelta
» »
Learning rate L0
< < Rho 0.55
« « Epsion LOE
(@ Enforce exdusion (O Enforce indusion (@) Enforce excuson (O Enforce indusion ——— 0.0
(@ Standard loss function () Custom loss functon ] Gl nom
Categorical cross entropy v
O Cio value
oK Apply oK Apply Cancel > oK Apply Cancel >
training data Learner
. Confusion Matrix - 0:101 - Scorer - [m} X
—p $ File Hilite
D Actual Digi... 7 2 0 4
C’ 7 132 .? ‘1 0 _D
MNIST Images 2 2 160 1 o o
K zras Network 5 . g L i 2
Executor Many to One Column Expressions String To: 0 0 o o 153
Prepare test data \ g 1 lo o I It
- 5 1 _O 0 0 _D
p W p > ix P -5 o lo I 4 It
» A o 3 2 lo o B o
18 1 0 1 1 1
[} ® ®
@ @ o)
MNIST images arg max extract predicted digit < >
PR Wrong dassified: 86
Accuracy: 94.267 % Error: 5.733 %
Cohen’s kappa (k) 0.936
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MNIST Classification with KNIME

Confusion Matrix - 3:211 - Scorer (open) - a Pt
Keras Convolution Keras Convolution Keras Max Pooling Fie Hite
Keras Input Layer 2D Layer 2D Layer 2D Layer Keras Dropout Layer P 2 . N )
7 39 s 0 o
F ] [ F-N LN L . 2 5 [12 f o b
1 o | 17 o o
e e e ® ® g ] jg jg ;15 j'im
Node 197 Node 198 Node 195 o d o jt i it
5 J ) o ) o
3 o o I 2 o
3 1 o o o o
Keras Flatten Layer Keras Dense Laye Keras Dropout Layer Keras Dense Layer 8 L 12 ] 1 jr
< >
[ - L] [ - [ = . ey
Y o o o Kems "emm Acaracy: 96.267 % Error: 3.733 %
Node 199 Node 196 Node 200 Learner TrEmmmmm e
n
>
Prepare >

training data [ ] Scorer

train for 3 epochs »
N Keras Network
»>

One more [ with Adarm s Wt £

convolutional MIEST images -' °

- Format results open

layer ® View: Confusion Matrix
transform probabilities
Prepare test data to predicted classes’ labels
u Image Viewer
MNIST images .
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CNN: Transfer Learning
Training such networks is a long and complex process, requiring very powerful
machines.

Instead of retraining a new network completely from scratch, we could recycle
existing networks, already built and trained by others on similar data.

This technique is called Transfer Learning.

In Transfer Learning a model developed for a task is reused as the starting point for
another model on a second task.

On top of a previously trained network we add one or more neural layers
We freeze all or some of the previously trained layers

And we retrain only the remaining part of the whole network on our new task

nnnnnnnnnnnnnnnnn
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Workflows on KNIME Hub

Simple feed forward neural network

MNIST Classification with one convolutional layer

Note: Please download the workflow group including the data folder. To do so you need to create an
account and sing in.

MNIST Classification with two convolutional layers

nnnnnnnnnnnnnnnnn
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https://kni.me/w/MTi8mL9fZePO9A-S
https://hub.knime.com/kathrin/spaces/Codeless Deep Learning with KNIME/latest/Chapter 9/MNIST_Classification/
https://hub.knime.com/stelfrich/spaces/Public/latest/Building%20CNN%20from%20scratch%20with%20Keras%20Layer%20nodes

Stay Up-To-Date and Contribute

Follow the KNIME Community Journal on Medium
Low Code for Advanced Data Science

Daily content on data stories, data science theory,
getting started with KNIME and more
for the community by the community

Would you like to share your data story
with the KNIME community?

Low Code for Advanced Data Science

AKNIME community jo urce visual programming.

Multivariate.Time Sefies Analyéis‘with an
LSTM based RNN i

A codeless solution using the Keras integration |f you want to’ be a"data s”c‘ientist’ change
hobbies!

Data Master Yodime shows Lucky how to use his interest in football as
motivation to gain experience in Data Science by collecting football
matches to predict the winner of the UEFA Euro 2020 with the open

source data science tool, KNIME Analytics Platform.
-
[ must become
a+PX, e

Forecasting models are used in many different fields and application
example, to predict the demand of a product based on its demand in
last days, weeks, or years. In real life, however, additional time varying
features should be included in the model, for example the demand of
related products, as their impact on the predicted value can change (
time as well

Contributions are always welcome!

© 2022 KNIME AG. All rights reserved.
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https://medium.com/low-code-for-advanced-data-science
https://medium.com/low-code-for-advanced-data-science/write-for-low-code-for-advanced-data-science-2caa65efe1b9

Learn More!

Codeless Deep Learning with KNIME—Packt, 2020

By Rosaria Silipo & Kathrin Melcher
Buy it here!

[L4-DL] Introduction to Neural Networks
and Deep Learning, July 11-15

Register here!

© 2022 KNIME AG. All rights reserved.

MI‘LKNIME COMMUNITY EDITION

N D\

Codeless Deep Learning

with KNIME

Bldla , and e: usdeep al network architectur
qKNIMEA I),l PI [f

Rosaria Silipo | Kathrin Melcher
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https://www.knime.com/codeless-deep-learning-book
https://www.knime.com/events/introduction-deep-learning-2207

Thank you!



